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Human Plausible Reasoning
Executive Summary

During the second year of the contract our work centered in four areas:

1. We completed a computer model embodying the theory of plausible reasoning
developed in the paper by Collins and Michalski entitled "The Logic of Plausible
Reasoning: A Core Theory" to be published in Cognitive Science. The simulation
model was developed by Michelle Baker and Mark Burstein, and is described in
detail in the rest of this report.

2. We wrote a paper describing the simulation model entitled "Implementing a
Theory of Human Plausible Reasoning" by Michelle Baker, Mark Burstein. and
Allan Collins, which was presented at IJCAI in Milan Italy. and appears in the
Conference Proceedings of IJCAI-l0, 1987. This paper constitures the bulk of this
report.

3. We constructed two small data bases, one on grain growing (shown in Table I
below) and one in economics. These were implemented in the system in order to
test out what plausible inferences the system draws given incomplete information
about a given domain. In addition to the kind of data shown in Table 1. various
mutual dependencies (e.g. precipitation A irrigation <--> water supply) were also
included in the data base in order to constrain the plausible inferences drawn.

4. We ran four expert reasoners with little knowledge of geography in an experiment
using the grain growing data base shown in Table I below. Subjects were asked to
specify first what mutual dependencies between the variables shown they knew
about a priori. Then they were asked to try to guess the values of the unspecified
variables and to explain the basis of their reasoning. Their plau~ltble inferences
will be directly compared to the plausible inferences made by the computer model
over the same data, and where there are systematic differences the computer model
will be refined accordingly.
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1. INTRODUCTION
Over the last 15 years, Collins and his colleagues (Carbonell and Collins, 1973, Collins et al., 1975,

Collins,1978a, Collins,1978b)have collected and categorized a wide variety of-human plausible inferences

made from incomplete and inconsistent information. This work led to the development of a partial theory

of plausible inference (Collins and Michalski, in press) for situations where the most appropriate or

specific Information was not available. This paper describes some current work in progress, the

development of a computer simulation of a portion of that theory. Our goal is to use the simulation as a

means of testing and refining the theory.

The popularity of expert systems has generated great interest in developing techniques to reason with
uncertain information. To date, research on reasoning under uncertainty has emphasized the role of

statistical theory. (Pearl, 1986, Duda et al., 1976). Unfortunately, in most real-world problems neither the
data nor the inference rules themselves are known to apply with precise certainties. Methods of
combining uncertain evidence from multiple sources are also often required. With the exception of Cohen
(Cohen, 1985), it has usually been assumed that the appropriate certainty parameters and the methods of

combination were independent of the type of inference performed. Furthermore, these techniques usually
require some form of closed world assumption for correct interpretation. Unfortunately, In most real-world
situations, the available information is incomplete as well as uncertain. People deal with this problem
continually, and quite effectively, using techniques for reasoning by similarity, reasoning from negative
Information, and reasoning from their own lack of knowledge about particulars (e.g., 'I would know it if
Ronald Reagan was 10 feet tall.) It is these kinds of inferences that we seek to model.

Collins' theory of plausible reasoning is based on a corpus of people's answers to everyday questions

(Collins,1978b). In general, he found that these answers had the following characteristics:

"1. There are usually several different inference types used to answer any question.

2. The same inference types recur in many different answers.

3. People weigh different evidence (and different kinds of evidence) they find that bears on a
question.

4. People are more or less certain depending on the certainty of their information, the certainty
of the inferences used, and on whether different inferences Wead to the same or opposite
concupions.

Also apparent from the protocols is that subjects faoed with answering a question for which they have
no specific k nowiedge launch a search for reievant information that they do have. As relevant pIeces of

information are found (or are found to be missing), they trigger paticulatr types of inleremces. The type of

inference applied Is detemiined by the relaton between the lnforrnaion found and the question asked
For example, when a tutor was asked whether they grow coffee in the Uanoa region of Cok~owma. he
responded:

I don'i 0*think ftl i savanna is used for gmwi'rg ooff... The troublo is tew savarmia has a rainy s~onu
aand you canM count on ran in genwarl I& I donrt know. Vtil area around Sao Paulio (in Braza) is coN..
region. and it is son of g"-g t fth savanna rewon thVre.

tribally, the tutor said no because he knew thW coffee growing depends on factors like rainfall.

temperature. W.o1, etc. and the savannas do not have !he correct value on the rainfall factor. (This is called
a derivation from mutual implication in the theory.) Secondly. he did not know specifically that the Liamos

was used for coffee growing, and believed that he would know if it was (lack of knoedge). Later. he
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backed off when he found positive evidence; i.e., that the region in Brazil was near an area where coffee

was grown (a similarity transform). His final answer weighed all of these pieces of evidence together,
albet inexactly.

In the remainder oý this paper, we will describe an initial implementation of one part of Collins' theory of
plausible reasoning, based on examples Wke this one. Initially, we have concentrated on modeling the
class of funcfional inferences, where the inference is based on a functionaJ delondence such as that
coffee growing depends on climate and vegetation.

The primary purpose of the system is to act as a testbed for the theory. As such, it is not designed to
"produce one rIght" answer, but a number of plausible positive and negative Inferences each of which
may be a weak (or not so weak) reason for believing that the question asked could be answered in a
particular way. Our goals are to demonstrate that the theory produces only plausible answers, to develop
ways of searching memory for the kinds of relevant information that are needed in order to apply each
inference tyW-, and to investigate methods for combining the various kinds of evidence that are produced.

The Plausible Reason~ng Simulation System (PRSS) we have developed is thus quite different from
other systems that have been developed to reason with incomplete and/or uncertain information. Since it
is intended to simulate human reasoning, it generates multiple proofs of both the truth and the falsity ow a
given p•oposition. The types of inferences made depend on the particular information found in memory,
anc, the nature of their relevance to the question asked. Finally, the certainty of the overall conclusions
reached d•pends on both the certainty of the evidence and the types of inferences used.

2. AN EXAMPLE
To give a sense of the behavior of the simulation system, consider how It behaves when asked a

question Uk9 *Does coffee grow in Llanos?o.

(?crop Of lnos:= coffee)

DIR 19IDMC TOM.-

CROQP - CTIMr mo> RAXNFALL w HIGH (certainty A0)

Si&nc HIGH is not a kiovn value for PAIN-ALL(LLAMS).
and Let of values for ZIN1WAX (LUIAOS) is CLOSKO.

Conclude that' GOfl is not a value for ~CRO(LIJ3&S)
with t•JDWM certainty.

TRYING A3.GMMT 0=SID MMUV CY n, Ti NMSO~MS
LJl.04A and SAO-PkOMO- atch - n CV'MATZ. (aim - 0.O.)
LLAXO6 and &AD-PAULO mtcb oa VLI.TATIOtI. (aim - 0.6)

Using a SIN transfors:
Since CL• Z11 and V'LTATION <,,,M> OP
&ad LU,-PAU.O Is. sitlar to LZNMO4 ith xespect to CLU•1E

"a- VE ATIO. (*is a 0.7)
and ~C2L0(BAO-VAOL) a COrMZ
Conclude tb~at CLP(LLABO) - CCWILL is TRUK with MDIU certainty.

Xvidance is eovely mixed. I cannot matks a jUdq&e~nt.
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For this example, PRSS finds two kinds of evidence. First, it reasons from the implicaton that coffee
growing requires heavy rainfall, and from the fact that it does not believe the Llanos to have heavy
rainfaJl, that the Llanos is not a coffee growing region. This conclusion is given medium certainty primarily
because of the certainty of the irrmpication. Secondly, it finds that the SAO-PAULO region does have
coffee as a crop and matches Llanos on CLIMATE and VEGETATION, two variables involved in a mutual
dependency with CROP. Since the evidence is evenly divided, no final conclusion is reached.

3. SYSTEM OVERVIEW
Unlike an expert system, which must generate a solution, PRSS tries both to verify and disconfirm each

proposition that it is given as an input question. Some examples of the kinds of queries the system may
receive as input are:

(? CLIMATE :OF ENGLAND := TEMPERATE)
(? FLOWER-TYPE :OF HOLA : - ROSE)
(? WATER-REQUIREXENT :OF ROSE :- HIGH).

The system responds to each query with a determination of whether the statement is TRUE or FALSE
along with an estimate of the certainty of its answer and an explanation of its reasoning. When presented
with a query the system first checks whether it has the answer stored directly. If so, the answer is
returned along with the certainty that was recorded at the same time the fact was recorded. If it does not
have the fact stored it attempts to use every plausible inference for which it has adequate information and
explains what it is doing as it performs each inference. The evidence from each plausible inference is
then weighed together to generate a final guess of TRUE or FALSE along with the estimated certainty of

that guess.

In general, people use many different, possibly independent, arguments to convince themselves of the

truth or falsity of a proposition. ht is a bit Eke using a theorem prover that returns every possible proof.

Unlike Bayesian inference networks (Pearl, 1986), which can be viewed as coftining probabilistic
evidence from multiple proofs to verify the truth of a proposition, our system tries 'o prove both the truth

and. separately, the felsity of a propostion in as many weys as are possible given the infomation

available.

Each inference trade by PRSS is Uike a proof in that it may require backchalnlng to generate
info.nuaton necessary for the top level inference. Each top v-el inference (i.e. proof based on uncertain
infomation) becomes a separate bit of evidence. Proofs that the query propositiGn are true are gathered

together as evidence for the proposition and proofs of falsity are pooled as evidenoe against the
proposlton. Each bit of evidenc has a certainty parareter that has been derived by combining the
certainty par amcers of the stored propositions usW and pararrmers that measure the goodness of
matches rquired In the aipocations of inference rules. The final judgment and the system's certainty of

that judgment depend on the cet•tnties of the evidence and on how coltactory the evidence was
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4. THE KNOWLEDGE BASE
We have oed to model the system on the behavior of people when generating functional inferences.

This has required a highly redundant. crossreferenced memory organization. The knowledge
representation system we developed for this purpose provides mechanisms for automatic crossreforence
of every input proposition, allowing for redundancies in set/subset relations, and multiple indexing of
declarative inference rules. Collins and Mlchalski's tMeory assumes that inferences are made when
relevant information is found by a parallel search for information associated with the argument and the
referent of the query. While our current simulation does not do this directly, we have implemented a set
of specialized search routines that collect all information potentially useful for (possibly several of) the
inference typos so far implemented.

PRSS has a database consisting of propositional knowledge and functional relations (implications and
mutual dependencies), organized in a multiply-indexed semantic network. In the existing implementation
each proposition Is a binary relation. We are currently working on extending the representation to include
structured objects and n-ary relations.

"Collins and Michalski (in press) identified four different certainty parameters associated with the
propositions or declarative knowledge in this network. Two parameters, ceralinty and frequency are
associated with each proposition in the knowledge base. For example. we might have

CLIMATE (AFRICA) - TEMPERATE, frequency a .3, certainty - .9
CLINATE(AFRICA) - TROPICAL, frequency a .5, certainty - HIGH

Following the notaton of Collins and Micha[Tki (in press), we call the predicate a descnfptor which,
together with its argument (here, AFRICA) forms a term The predicate CLIMATE is the descnptor,
"mapping its argur"ent (a place) to various referents (vslues for climates). The cewnty parameter is a
measure of degree of certainty that a statement Is belicved to be true. The frequency parameter2

measres the estimated Droportion of the referent out of all possible referents for that descnptor and

argument. The example above represents the belief that 30% of AFRICA Is temperate and 50% is
tropical. 3

In addition to certainty, a ltikelihood parameter is attached to each impkcao and dependency. For

exqme we might have the dependency,

for all Places p.
TZ).CATUR, (p) <-> LATTITUDR(p)

certainty i .9 . likelihood - HIGH.

where the "-eihood Is intended to be a neasum of the conditional probability of the right-hand side
"g'ven the left h&nd side For an implcaon like the one below, it is a measure of the kkelihood that the
right hand sid of the 00caon is in the given range hen the left hand side is in its spcified range.

For all Places p.
GD.AI•(p) a vice am=> rainfall(p) - heavy

3A1 pn*&V w aaS t&LTY "~ pofteftI &mqA eiotwx* wth fte wearw L% *e hquncy patmmw - .g dos itWwt
~a" ot wo-me i aaocaun kw by awmtwd rtlpIwjbwn ty fta uw
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certainty = .9, likelihood = HIGH.

The fourth type of certainty parameter stored with the declarative knowledge of the system is
dominance. A dominance parameter is associated with every set/subset link in the system. It measures
the proportion of elements in the subset out of all elements in the set. For example, PART-
OF(ENGLAND) = SURREY would have low dominance, since Surrey is a small part of England.

5. MULTIPLE TYPES OF INFERENCE
The current version of PRSS implements three basic types of functional inferences on statements

retreived from its memory, depending on the kind of dependency found and the resulting kind of
contextually-based similarity match required. The three types are functfonal analogies, whiý,, are based
mutual dependencies between descriptors, inpfcatlon infe'ences, and set/subset inferences.

In the example below, we show how the system is able to construct threa separate "proofs" that the
climate of England is temperate. Given the data in memory provided for this example, the system is
unable to construct a single proof that the climate of England is not temperate.

(? climate :of england := temperate)

going an Inheritance trariform:
Since ENGLAND - PkRT-OF(EXOCPE) (do. - LOW)
And EUROPE has CLIIOTE a TDEDAMTE (certainty a HIGH)
Concluda that CL.IWE (ENGLAND) - TXYXMETE is TRUE with MD certa.inty.

"U"siag an Implication tranaform:
Since lATITUDE a SECOND-QUAD or THIRD-QUAD -> CLIMATE - TIEMNATX
and IA. .TODL (ENGLAND) - THIRD-QUAD
Conclude that CLIMATE (ENGLAND) - TERTE is TRUE vwith MXDItM c€etainty.

TRYING ARGUMN'T RA,=D DPENDENCY TRN.OA....
- Uosing a SIN transfora I reason:

Since LATITMDE <--> CLIMATE
and ROLLAND is similar to ENGLAND with reapect to LATITUDE. (aim - 1.0)
and CLIMATt(ROLLA3) a TELP.ATt.
Coocluds that CLMNTI (9XGLAVD) ra TE&EPUXTE is TRUE with bMDIW certainty.

TRY=N MMUMZT U=0Z t2PENDENCY THA3ISfQIS ...
Insuffieiext Inforeation &yailable.

I lcude CLIKaX&MEU(GA) a TIJMTZ. (cartainty a UIGU).

One genea cass of funconl inference is called statonmW trentomn s (C0lins and Michask , in
pess). This type of inference requires a dec-artve nile called a dependency. tn the example above, an
analogy is made between England and Holland. The system is aware of a general retationship that the
cimntte of a pLace is dependent upon the latude of a piace. In order to determne whether a specific
reaton exists between a tabtud•e in the third-quad (45-67.5 dog.) and a temperate clifate the system
must find an instance analogous to Engtad which is known to have a temperate climate. Holland is such
an ins•ance. Since Holnd and England have the same lat±ble the system can conclude that Engtand
can hae a temperate 6imate as well
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Argument-based Transforms

GEN: flower-type (Zurope)={daffodi1s, roses... )

SPEC: flower-type(Surrey)=(daffodils, roses... )

SIX: flower-type(Holland)i-(daffodils, roses...)

DIS: flower-type(Brazil) %(daffodils, roses... )

Reference-based Transforms

MGN: f~over-type(England)-(temperate flowors. ...

SPEC: flower-type(England)=(yellow-roses...)

SIX: flower-type (England) -(peonies... )

"DIS: flower-type (England) #(bougainvillea..

Figure 5-1: Eight Transforms on flower-type(England)=(Daffodis, roses...)

Within the class of statement transforms. Collins and Michalski (in press) descnoe eight different kinds
of transforms, four argument-based transforms, and four rference-based transforms. The eight
inference transforms were derived bv considering concepts related to the ones mentioned in the question
asked, where the relationship could be any of generalizaffon. speciaizattoCn, snimlanty, and dissimilanty
Each of these operators could be applied to either the argument or the reft.rent in the question statement.
giving the total of eight specific transforms. Figure 5-1 gives an example of each of the eight tra;storrns
for the statement FLOWER-TYPE(ENGLAND)m{daffodits, roses...). The overall cetainty of an inference
based on one of these transforms depends on the degree o? similarity or typiCality of the concepts related,
as compared along the dimensions specified in the dqpendeny used. and the degree of certainty of the
depndency itself.

The dependency used in the exampk3 above can be desribed in the predicate calculus as.

V plp2.lc PLACE(pl) A PLACE(p2) A
LATITJDE(plo ) A L&TITUDE(p2,.) A CLIHATE(p2,c)

-> CLIATE (p, c)

Le. if two pis match on Lawde then t" vl m.atch on climate.

The simplest type of funcrona inference is base on a type of dect,,rative inference rule called ar,

kpJ~tcilon. VrTpca~on infetsnches can be used to infer vakuas for propertes on the basis of other
proparties oi the same concept Since the precise rlotin is compietely specified in an irrmplcatiOE. an
anaMo9ous instance is not required for its appcahom The in'pcalion used in the eaimpre above, be
expressed using the predicate, cicuis as,

V . PLIACE (S) A L-TIrJDK (z, TIIRD-QUAD) -> CLLiCXTE (a. TEG•&r.ATE)

~*tI.. ý. - -,L- G! a IUý - ~ h. th-b Cl *M 1 C th. ý2'a p!@t toA f1r2A
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In the next example, the system first generates an argument-based statement transform using a

dependency whose consequent is the queried descriptor, FLOWER-TYPE. It finds a place where tulips

are grown (Holland) and compares that place to Venezuela on the antecedent descriptor of the

dependency, CLIMATE. Since they do not match, it concludes that tulips don't grow in Venezuela. The

second inference is a reference-based transform. Here, a dependency is required whose consequent is

the inverse of the query descriptor FLOWER-TYPE (i.e GROWS-IN), since one needs to find a flower that

grows in Venezuela and which is similar to tulips with respect to the factors that affect flower growth in a

place.4

(7 flower-type :of venezuela := tulip)

TRYING MG = BUASED ZPZNDEZNCY TRANSOMS....
Using a DIS transform I reason:
Since CLIMA)TE <-> FLOWKR-TYPE
and HOLLAND is dissimilar to VZNEZUEJL with respect to CLIIOTE.

(aim , -1.0)
and TLLCEFL-TYPE(HOLLMD) - TULIP.
Coacluda tlat r',OWER-TYrE(VENEZUELA) a TULIP ia FALSE vith LOW certainty.

TRYING 1TMUNT BASED DEPENDENCY TRANSP-U4S .....
Uoing a DIS transform I reason:
Since CLIHATZ-OF < -i> GROWS-IN
and BOUGAINVILLEA in dissimilar to TULIP vith respect to CLI ATZ-OF.

(aim - -1.0)
and GROWS-IN (BOUGAINVITLEA) - VENEZUEL.
Conclude that GROWS-IN (TULIP) a VENEZUELA is -ALSr with LOW certainty.

I conclude TULIP IS NOT FLOCN-R-TYPE of VENeZUELA. (certainty - NED).

6. COMPUTING THE CERTAINTY OF AN INFERENCE
Each of the examples shown so far involves severaj types of inference, and the certainty of each

irdeoence is based on a oomrbnation of several certainty parameters and a simfalaity or typcakty measure

The two simLarity parameters computed by the matcher are slmilarfty and typicality. At present.

these two parameters meas-ure the quaity of a rmach and are computed in exactly the same way. The

dtfternce between them is that typica a[( les when a propervy (properties) of a set is being matchd

*ith those of a subset a;-d siftarity is comp !ad as the quality of a match between two subsets. In the

theo"y. simtlarity (or typioality) measures the quaity of the match either of a single feature or of a bundle
of feaures.

In the current ImplTeration we compute the sirnritaty (or typicahiy) of a singlo feature wMth rrvuple

known vakias by an Lim modea type a.gonth m-5 The s fty parameter is currenty computed as the

:The 'iyP uE * a knwoe ------•-= taabn aint *w1. d•a&oe 4 4 ,rrb a.% ,',:LOWE Tho an
FROW'ER-YYPE has beow 5dih-d as lwofV a doen tat mumt be a PLACE, a mV*!hal -~.Al be a FLOWEA, *,r antwe
,...L-eTh. nF q2Cr_ V_* - t=-- PLA-- r01 a PROMERS th9- aRh~# OWiS-Ii4 -Apa

ROWtf.S coothe PkACES whafsr Lht mIMt@&L.W W 0S~ % ~h 0CM& _0 ~J OWA4V.1
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probability that two values for a given feature, chosen at random within their frequency distributions,
match or mismatch.

The certainty of each individual inference is currently computed as the nAinimum of all the certainty
parameters and match certainties used. This includes the certainties assoaated with every proposition
used. th-3 oetainty and the Uke'lihood of the inference rule and simnlaty measure returned by the matcher.

Once the system has constructed every possible proof for, a given proposition ft must determine
whether the proposition is true or false and estimate the certainty of its guess. Currently this is done by
weighing the evidence for the proposition with the evidence against that proposition. The certainties of all
of the positive conclusions are combined, and all of the negative conclusions are combined. Multiple linew
of evidence in a given direction increases the certainty of the conclusion for that direction. The firu-
judgment is the direction with the greater certainty, and the certainty of that judgement is aownwe • .tw;ed
by the certainty of the conclusion in the opposite d6rection.

7. CONCLUSION
This work is still in its early stages &n.1 yei z.lre-dy we see a number of interesting issues that will

require further study. To datu, we havb not ru.., the simulation with large numbers of facts in memory, and
we forsee that this will cause the number of inferences the system makes to grow exponentially. Ctaarly,
techniques will be needed to control this growth, such as the filtering of weak and redundant inferences,
the use of prototypes when many similar examples exist, and more sophistocated representations ror
complex dependancies and implications. We also need to develop better and more efficient techniques
for similarity matching, if we are to do matches on many contGxtual features at once.. As the Mrdel
continues to develop, we wili also begin P new round of protocol expenrnents. in order to test, our nvr--el.
and answer some of the questions discovered by computer modeling.
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Table i

Incomplete Data Base oi Grain Growing In D1fferv.ie CcuitcrIes

121it9 Clim~ate Ia~ Witr culm f = esn B" ITrgate rij i~n

Brown Hot
Afghanistan ? ? NC7 ? ? ? Grey Very Hot Mountains

Moderate
Angola ? Abundant Corn YES Abundant Summer Rain Dare Brown_______- - __ ___ Grey Hot?

EgptDry Modern
Egypt Climate (Irrigated) Wheat YES Very Light ? Grey Very Hot Plains

Florida Subtropical ? Corn ? Moderate Loril SumWmn ? ? Lowlands
Humid Trop. Abundant Even Rain Plains

Iran Semi-Arid ? ? No Light Winter Rain Grey 7
Mediteranean
Iy Medileranean Moderate ?d Winiler Complex Mild MountainsItaly 7e~~nanMdrt 7 E H~ot Suner

Winier Rain Red-Yellow Hot Plains

Java Humid ? Rice N: Abundant No Winter ? Hot Mountains

Tropics Corn Very Wet! Een Rainfall Lowiands
kidl Winte Red-Yellow Lowlands

Louisiana Subtropical Abundant ? YES ? Long Black ?
Evri Rainfall Plains

Peru Highland V- ... 'ale Corn ? Very Light Summer Rain Complex ? Mounltains
Arid ,o-galed) Rice Light

Dry Wheal t Light Winter Rain Brown ColdSaskhdwan Climate Oats.Rye MildPlateau

Rice not Lowlands
Upper Volta ? Abundanti Millet YES Very Wet ? Very Hot Plains

West Indies Humid Abundant Rice Abundant No Winter
Tropics I Corn Very Wet Even Rainfall Red-Yellow ~-I


